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● Causal models are made up of causal mechanisms

● Causal mechanism = a function that transforms some subset of 

model variables (causes) into another subset (outcomes or 

effects)

○ See the analogy?

Causality is key!

Halpern & Pearl, 2005

https://ftp.cs.ucla.edu/pub/stat_ser/R266-part1.pdf
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● Example: induction heads

○ Question: how does LM predict “B” given “ABABA”?

○ Answer: 

■ Attention heads search for a previous occurrence of “A”

■ Other heads then attend to the token that follows it

Causality is key!

Olsson et al, 2021

https://transformer-circuits.pub/2022/in-context-learning-and-induction-heads/index.html


● Recent work proposes for an even narrower definition: characterizing a complete, 
end-to-end pathway from model inputs to outputs 

● This definition isn’t yet widely agreed upon

○ In part because it excludes work like Induction Heads

Causality is key!

Geiger et al., 2021, 2024b; Mueller et al., 2024
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Coinage of Mechanistic Interpretability

Olah et al. 2020, Elhage et al. 2021,  MI workshop

“. . . reverse engineering the algorithms implemented by neural networks into 

human-understandable mechanisms, often by examining the weights and 
activations of neural networks to identify circuits . . . that implement particular 

behaviors.”

https://distill.pub/2020/circuits/zoom-in
https://transformer-circuits.pub/2021/framework/index.html
https://icml2024mi.pages.dev/
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MI = any research originating from researchers self-identifying as 
doing mechanistic interpretability → 

any research in the field of AI ( especially LM) interpretability



We are all mechanistic now

➔ We can still be precise about technical methods

◆ An increased focus on causality is 



We are all mechanistic now

➔ We have shared motivations: social responsibility, intellectual curiosity, a 

desire to build better NLP systems, and a belief that we should 
understand the tools we use.

➔ Why not also aim to connect?

➔ MI has brought a lot of excitement, interest, opportunities, and research 

findings to the field.


