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Phenomena we (don’t) understand

e Let’s assume we get white-box access to ChatGPT
e What next?

o  Play with inputs + outputs
o Trynovel tasks
o Studyinternals

m  Whereisinformation stored in the model?
e Distributed or localized?
e Different types of information? (factual recall, logical/spatial/numerical
knowledge, commonsense, etc..)
o Improve controllability via casual interventions
m Canweintervene and cause some effect on model predictions?
e correcting factually incorrect information, mitigating biases, personalization, etc.
e either viainputs, outputs, hidden representations, or model parameters
Ai2



Definitions

Prompting + Querying

Mechanistic Interpretability

Providing inputs in natural
language & observing models’
(natural language) outputs

. e Attemptsto map model
e Inform our larger view of LMs parameters or
representations to specific
functions which are more
human-interpretable

e Target behaviors

e ofteninvolves creating a

custom dataset with specific
properties

Holtzman et al. 2023. Generative Models as a Complex Systems Science: How can we make sense of large language model behavior? A|2



https://github.com/ari-holtzman/newformer

Definitions

Whe.n ea.ting a hamburger LM Have fun, because usually a
Wlth frlend.S, what are f ........ . . .‘ ........... . hamburger with friends
people trying to do? 3 ITEREIESIR ERIEIEEE indicates a good time.

. Interventions: noising entities,
. prompt format, # examples . Mechanistic Approaches

) ) “Behavior to explain”
Prompting + Querying P

+ K12



Outline

Prompting + Querying

Mechanistic Interpretability

e Examples

e Definitions e Examples

e Probing Language
Models for Supporting
Facts

o Pros&Cons e ROME&MEMIT
Fact-Localization and
Editing Algorithms

e Open Questions
e Measuring Probability

Mass on Answer Choices
in Multiple-Choice Tasks

e Editing Commonsense
Knowledge in LMs
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Ai2



Examples

Mechanistic Interpretability

Prompting + Querying

NLP Checklists. Ribeiro et al. 2020.

Factual Probing (Petroni et al. 2019
(LAMA); Jiang et al. 2020 (LPAQA)

Consistency Probing (e.g., Kassner &
Schiitze 2020, Elazar et al. 2021)

Removal/Perturbation-based Token
Attribution Methods (e.g., Lundberg & Lee
017, LIME, counterfactual edits)
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Prompting + Querying

1. Probing Language Models for Supporting Facts
2. Measuring Probability Mass on Answer Choices in
Multiple-Choice Tasks

Ai2



Probing Language Models for Supporting Facts

Rose McGowan

A

QA Model

A

What WB supernatural
drama series was
Jawbreaker star Rose

Mcgowan best known for
being in?

Xie, Wiegreffe, & Riedl. Findings of EMNLP 2022. Calibrating Trust of Multi-Hop Question Answering Systems with Decompositional Probes. 9 A'Z



Probing Language Models for Supporting Facts

Rose McGowan Rose McGowan “Charmed”

A A A

QA Model QA Model QA Model

A A A

What WB supernatural

Jowbresker sar Rose i s of drama serics s Roge
1 I?

Mcgowan best known for eIl EEl et Mcgowan best known for?

being in?

Xie, Wiegreffe, & Riedl. Findings of EMNLP 2022. Calibrating Trust of Multi-Hop Question Answering Systems with Decompositional Probes.1( A|2



Multi-hop Question Decomposition

e Architecture for multi-hop QA (Min et al., 2019;

Perez et a I., 2020, Khot et al., 202 1) DROP Question: How many years did it take for the services sector to
rebound? (answer: 1)
1. automatically decompose the question (7T whatyearda o servess oo )
rebound?
into sub-questions Modutaraa 2~ @
. (Hgy 51 When did the services sector start to take a ) T
answer those sub-questions ) e
ModularQA @ E
synthesize the answers to the G e - .
] L e, xisting QA system.
sub-questions to answer the original T &
q UeStiO n —— Existing QA system
e Functions as an effective tool to help boost the Figure: Khot et al. 2021

empirical performance of the QA system.
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Sub-QA is closely tied to the main QA

e Sub-question answering can distinguish

incorrect/correct model predictions Nodlel Sub-Q
Model Pred. n Accuracy

TS Correct 617 85.09

Incorrect 59 64.41

BART  Correct 597 85.59

Incorrect 79 60.76

Table 3: Combined sub-question task performance, split
by whether the model predicted the main question cor-
rectly or not.
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Simulatability Experiments

e Does exposing the decompositional probes along with the answers to the
probes to users improve their ability to predict the model behavior?
o Yes!

Rose McGowan Rose McGowan “Charmed”
QA Model QA Model QA Model
What WB supernatural ‘
drama series was Who is the star of Which WB'supernatural
Jawbreaker star Rose awbreaker? drama series is Rose
Mcgowan best known for ’ Mcgowan best known for?
being in?
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IELGEVVEVE

Decomposition is an effective means for probing neural QA models;
pairs of sub-questions and answers can serve as structured
instance-level explanations.

Explanations created by probing the neural QA model with question
decompositions can help humans construct a mental model on which
they can rely to predict the model behavior.

i« 12



Prompting + Querying

1. Probing Language Models for Supporting Facts
2. Measuring Probability Mass on Answer Choices in
Multiple-Choice Tasks
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Measuring Probability Mass on Answer Choices in Multiple-Choice Tasks

« “Florence” darioence o How do we surface information from language -

0.3 France
0.2 USA 2
T 0.005 Canada models: . ,
e Probabilistic systems don't amend to the

for v words in the . . « e n “ »
©o0o oo vocabulary view of a single “belief” or “knowledge
coo poo e Decoding algorithms can have a strong

effect

(eXeXe) OO
(eoXele] 00O
[eXeoXe) OO
Q0O 00O

!

“Dante was born in”

Wiegreffe, Finlayson, Tafjord, Clark, & Sabharwal, 2023. arxiv.org/abs/2305.14596 A'Z
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Measuring Probability Mass on Answer Choices in Multiple-Choice Tasks

.4 FI . ; . . . ’ 7’ 4 e
 “Florence’ parrene o How do we surface information from language -

f

000 oC 0o QOO0
Q0O OO0
[oXoXo)Jorge o000
(OXeXe) ©OO
[oFoXoJorge o000
Q0O OO0

!

“Dante was born in”

0.2 USA models?

0.005 Canada
e Probabilistic systems don't amend to the
for v words in the . . « . e « "
vocabulary view of a single “belief” or “knowledge
e Decoding algorithms can have a strong
effect
e Look at model probabilities
¢ Intuition that higher probability assigned to
answer choices/decoding valid answer choices
reliably indicates better model “understanding”
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Measuring Probability Mass on Answer Choices in Multiple-Choice Tasks
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“Dante was born in”

0.2 USA models?

0.005 Canada
e Probabilistic systems don't amend to the
for v words in the . . « . e « "
vocabulary view of a single “belief” or “knowledge
e Decoding algorithms can have a strong
effect
e Look at model probabilities
¢ Intuition that higher probability assigned to
answer choices/decoding valid answer choices
reliably indicates better model “understanding”

e Not always! x

Wiegreffe, Finlayson, Tafjord, Clark, & Sabharwal, 2023. arxiv.org/abs/2305.14596 A'Z



https://arxiv.org/abs/2305.14596

Background: Predicting a Label using a Language Model

Traditional sequence scoring approaches select a

Question: “an electric car runs on electricity

prediction § as via?
;&Seq'sc = argmax Py({|x)
el * \ Answer choices:

\ \ gasoline — 0.092

a power station — 0.061

input . -
set of instance ﬁljztl:f:%%ggnductors 0.045
possible
answer  grobability
choices ,gsigned by
language model _
*sums to 1 over Greedy generation:

electricity via electrical conductors

entire vocabulary e
electricity — 0.126

| J
Y
answer choice with highest
probability
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Background: Predicting a Label using a Language Model

Traditional sequence scoring approaches select a

Question: “an electric car runs on electricity

prediction § as via?
§°°5¢ = argmax Py(£|x)
el * \ Answer choices:
\ \ gasoline — 9.092
input a power station — 0.061
set of instance ]?Llj:fﬂ':%il)ggnductorsH 0.045
possible
answer  ,robability
choices  ,gsigned by
language model .
*sums to 1 over Greedy generation:

entire vocabulary electricity via electrical conductors

e Y electricity — 0.126 The “Surface Form
LA Competition” (SFC)
answer choice with highes :
probability Hypothesis

Holtzman et al. 2021. Surface Form Competition: Why the Highest Probability Answer Isn’t Always Right. A|2



Background

Surface Form Competition:
Why the Highest Probability Answer Isn’t Always Right

=Ari Holtzman' “Peter West!?
Vered Shwartz!'? Yejin Choi'? Luke Zettlemoyer!
Paul G. Allen School of Computer Science & Engineering, University of Washington
2Allen Institute for Artificial Intelligence
{ahai, pawest}@cs.washington.edu

Py(¢
GPMIDC _ aromax b(£|z)

ter.  Po(¥)

A human wants to submerge himself in water,
what should he use? ‘ ’ ‘ ’ ’ ’

Humans select options
X (a) Coffee cup
% v (b) Whirlpool bath
x (c) Cup
X (@ Puddie

Language Models assign probability to
every possible string

(e) Water

@ (f) Abathtub

(9) Idon't know
(h) A birdbath

@(i) Bathtub

@ = right concept, wrong surface form

Figure 1: While humans select from given options, lan-
guage models implicitly assign probability to every pos-
sible string. This creates surface form competition be-

tween different strings that represent the same concept.
Example from CommonsenseQA (Talmor et al., 2019). A ' Z



Contributions

1)

2)

3)

How to measure SFC?
a) Metric (upper bound)
b) Effectit can have on accuracy
How to reduce its effect?
a) By showing answer choices in the prompt (and sometimes 1 in-context example)
When is it a problem? l.e., does reducing SFC improve accuracy?
a) Surprisingly, not always! Depends on the model
b)  Encouraging models to produce answer choices can counter-intuitively be detrimental to task
performance for certain LMs.

Wiegreffe, Finlayson, Tafjord, Clark, & Sabharwal, 2023. arxiv.org/abs/2305.14596 A'Z
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Contributions

1) How to measure SFC?
a) Metric (upper bound)
b) Effect it can have on accuracy
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Formulation of SFC

A human wants to submerge themselves in water. What should they use?
Choices: Puddle, Whirlpool bath

§°°5¢ = argmax Py (¢|z)

0.6
el
Bath
2 0.4
g Spill
2 A puddle
E
ne-‘ 0 ) 2 Bathtub
Puddle
_ 0.3
Whirlpool bath
0.1

Bath Puddle A ' 2

Semantic group G,



Formulation of SFC

A human wants to submerge themselves in water. What should they use?
Choices: Puddle, Whirlpool bath

0.6 ~Seq-Sc
0.6 ] = argmax Py ({|x)
Lel
Bath
Z ' o4 SFC-fr
g 02 Spill g> ¢ = argmax Py(Gy|x)
2 A puddle el
=
2 Bathtub
[}
£ 0.2
Puddle
Whirlpool bath

Bath Puddle
Semantic group ¢, A ' 2



Formulation of SFC

A human wants to submerge themselves in water. What should they use?
Choices: Puddle, Whirlpool bath

0.6 §°°5¢ = argmax Py (¢|z)
Lel
Bath

2 ~SFC-fr

g 0.4 Spil U ® = argmax Py(Gy|x)

z A puddle tel

2

3 0.2 Bathtub
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Formulation of SFC

A human wants to submerge themselves in water. What should they use? PMAy ( L :L‘) = Z Py (£|IL‘ )
Choices: Puddle, Whirlpool bath terl
~Seq-Sc __
0.6 i = argmax Py(¢|x)
Lel
" SFC<=0.6
2 ~SFC-free
g 0.4 Spill U = argmax Py(Gy|z)
2 A puddle el ——
_'g Unknown
5 Bathtub
£ 02 - SFCo(L,z) =Y (Pe Ge|z) Pe(flw))
0 3e el “—or—
Whirlpool byl '
Bath Puddle <1- E :P9(€|a:) Ai2
(e !

Semantic group Gy



SFC'’s Effect on Accuracy

A human wants to submerge themselves in water. What should they use?

Choices: Puddle, Whirlpool bath

If true, SFC has no effect on prediction:

1 —PMAy(L,z) < Py(y|z) — Po(y2|x)

0.6
- SFC<=0.6
é 0.4 Spill
2 A puddie
§ Bathtub
£ 0.2 At
Puddle
0.3
Whirlpool béthl
Bath Puddle

Semantic group Gy

0.6>0.3-0.1

Ai2



Contributions

1)

2)

3)

How to measure SFC?
a) Metric (upper bound)
b) Effect it can have on accuracy
How to reduce its effect?
a) By showinganswer choices in the prompt (and sometimes 1 in-context example)
When is it a problem? l.e., does reducing SFC improve accuracy?
a) Surprisingly, not always! Depends on the model
b) Encouraging models to produce answer choices can counter-intuitively be detrimental to
task performance for certain LMs.

Wiegreffe, Finlayson, Tafjord, Clark, & Sabharwal, 2023. arxiv.org/abs/2305.14596 A'Z
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Under-constrained generation

A human wants to submerge themselves in water. What should they use?
Choices: Puddle, Whirlpool bath

Unconstrained
0.6
SFC<=0.6
Bath 0.6>0.3-0.1
g 0.4 Spill
2 A puddle
E
ne-‘ 0.2 Bathtub
Puddle
_ 0.3
Whirlpool bath
0.1

Bath Puddle A ' 2

Semantic group G,



Under-constrained generation

A human wants to submerge themselves in water. What should they use?
Choices: Puddle, Whirlpool bath

: Constrained
e Uneonstrained How to constrain?
' SFC<=0.6 Bah | SFC<=0.1 e Fine-tuning
e Few-shot demonstrations
Bath 0.6>0.3-0.1 0.1<0.5-0.3
- e Prompt Format
é 0-4 Spill Spill o Showing answer
> A puddle .
= A puddle choices
- R Whirtpool.bath e Expected output format
[) a
£ 0.2 0.55
Puddle
Puddle
0.3 0.35
Whirlpool bath :
0.1

Bath Puddle | Bath Puddle AI 2

Semantic group G, Semantic group G,



Experimental Setup

3 Tasks/Benchmarks:

e MMLU
e OpenbookQA
e CommonsenseQA

6 Models:

“Vanilla” LMs Instruction-Tuned (+)

e GPT-3curie(~6.7B) e FLAN-T5XXL(11B)

e OPT30B e GPT-3 davinci-instruct-beta (~175B)
e GPT-3davinci(~175B) e GPT-3.5 text-davinci-003 (unknown #)

Ai2



Experimental Setup

Three prompt formats:

1) No answer choices

2) String Answer Choices

3) Enumerated Answer Choices

An electric car runs on electricity
via {gasoline, a power station,
electrical conductors, fuel}

question: An electric car runs on
electricity via

answer choices: gasoline, a
power station, electrical
conductors, or fuel

The correct answer is: {gasoline,
a power station, electrical
conductors, fuel}

Question: An electric car runs on
electricity via

Choices:

A: gasoline

B: a power station

C: electrical conductors

D: fuel

Answer: {A, B, C, D}

Ai2




1-shot Results- all tasks
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1-shot Results- all tasks
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Main Findings

1. Prompt format is crucial. Showing 1 in-context example and answer choices in the prompt -
is an effective way to alleviate surface form competition, for all models tested.

2. Surprisingly, it is not always the case that increasing probability mass on valid answers
results in higher accuracy.

Wiegreffe, Finlayson, Tafjord, Clark, & Sabharwal, 2023. arxiv.org/abs/2305.14596 A'Z
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Section 1 Takeaways

Prompting + Querying

Mechanistic Interpretability

Fully in natural language

Accessible; easy to define
controlled experiments

Considers full system
end-to-end




Section 1 Takeaways

CONS

Prompting + Querying

Mechanistic Interpretability

Space of possible NL queries is
large, so fundamental system
understanding reached may
limited

hard to generalize and dissec
instance-level behavior

Little actionability for how to
control or change model behavio

Ai2



“Mechanistic” Interpretability

1. ROME & MEMIT Fact-Localization and Editing Algorithms

2. Editing Commonsense Knowledge in LMs

Ai2



Definitions

Prompting + Querying

Mechanistic Interpretability

Providing inputs in natural
language & observing models’
(natural language) outputs

. e Attemptsto map model
e Inform our larger view of LMs parameters or
representations to specific
functions which are more
human-interpretable

e Target behaviors

e ofteninvolves creating a

custom dataset with specific
properties

Holtzman et al. 2023. Generative Models as a Complex Systems Science: How can we make sense of large language model behavior? A|2



https://github.com/ari-holtzman/newformer

Probing Classifiers

R Labels e Anumber of pitfalls
| , | o Correlation !=
inary classifiers
Causation
Span
representations
(o) (o) (o] (o] (e ) Sontexua

[ Pre-trained encoder
! f'__'t__—_‘u l—--__i--__‘y l'__'"-i ______ H f'___i'__". l—---_i--__‘l !
P41 i eat ! istrawberry { | ice : | cream : | Inputtokens

Figure 1: Probing model architecture (§[3.1). All parameters inside the dashed line are fixed, while
we train the span pooling and MLP classifiers to extract information from the contextual vectors.

Figure: What do you learn from context?.... Tenney et al., ICLR 2019.

Probing Classifiers: Promises, Shortcomings, and Alternatives. Belinkov, CL 2022. A|2



What is mechanistic interpretability?

. bottom-up approach:

. if we can define and understand the mechanics of individual neurons (or
weight matrices), then

« we can build up to understanding the mechanics of sets of neurons (or
weight matrices) and their interactions (circuits), and then

« we can build up to an understanding of a large, dense network

Olah, Cammarata, Schubert, Goh, Petrov, Carter, 2020. Zoom In: An Introduction to Circuits. A|2



https://distill.pub/2020/circuits/zoom-in

Pitfalls of Neuron-Level Analysis in NLP

“DNNs s are distributed in nature, which encourages groups of heurons to work
together to learn a concept. The current analysis methods, at large, ignore
interaction between neurons while discovering neurons with respect to a concept.”

Neuron-level Interpretation of Deep NLP Models: A Survey.
Sajjad et al., TACL 2022.

“Since the ranking space is too large (768! in BERT’s case), these methods provide
approximations to the problem and are non-optimal.”

On the Pitfalls of Analyzing Individual Neurons in Language
Models. Antverg & Belinkov, ICLR 2022.

Ai2



Examples

Prompting + Querying Both Mechanistic Interpretability

NLP Checklists. Ribeiro et al. 2020. e Model e Causal Interventions/Mediations
) ) " (Giulianelli et al. 2018, Vig et al, 2020,
e Factual Probing (Petroni et al. 2019 editing Elazar et al, 2020)
(LAMA); Jiang et al. 2020 (LPAQA) evaluation -
: . testbeds for e Causal Abstraction (Geiger et al.
e Consistency Probing (e.g., Kassner & localization 2021—)
Schiitze 2020, Elazar et al. 2021) methods

e Model Editing (ROME, MEMIT)

Removal/Perturbation-based Token
Attribution Methods (e.g., Lundberg & Lee e Reverse-engineering small models
017 Shap, LIME, counterfactual edits (Elhage et al. 2021, Olsson et al. 20

Ai2
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http://arxiv.org/abs/2209.11895

ROME & MEMIT (Meng et al. 2022, 2023)

1) isolate the most influential hidden states, neurons, or activationsinamodel -
for predicting a specific fact
2) Edit them to change the prediction
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ROME & MEMIT (Meng et al. 2022, 2023)

1) isolate the most influential hidden states, neurons, or activationsina
model for predicting a specific fact
2) Edit them to change the prediction
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ROME & MEMIT (Meng et al. 2022, 2023)

1) isolate the most influential hidden states, neurons, or activationsina
model for predicting a specific fact
a) “Causal Tracing”/"Causal Mediation analysis”

2) Edit them to change the prediction

Investigating Gender Bias in Language Models Using Causal Mediation Analysis.
Vig et al., NeurlIPS 2020.
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ROME & MEMIT (Meng et al. 2022, 2023)

1) isolate the most influential hidden states, neurons, or activationsin a
model for predicting a specific fact
a) “Causal Tracing”/"Causal Mediation analysis”

2) Edit them to change the prediction

Run the network twice
e e e e
P SR RO RO B BT | ome
| ‘ Qe
%;3@ b T

T
-

eoe »OJ
- ég ><>'I O-{(Err?lpted)

Figure: David Bau A'Z

Meng et al. 2022. Locating and Editing Factual Associations in GPT.




ROME & MEMIT (Meng et al. 2022, 2023)

1) isolate the most influential hidden states, neurons, or activationsin a

model for predicting a specific fact
a) “Causal Tracing”/"Causal Mediation analysis”

2) Edit them to change the prediction

Run the network twice Transplant Hidden State
D S50 S0 S S Sl og LT 9T [oren
Davis PO O PO -I:I-'i:: O & Mep S /(SO g::z;mn
...%:g?}gmmpet .

@ (correct outpur) 4 f)—‘
" or® * %IWQF W’é@@ﬂ?ﬁi i
"%[_'OO . o v vt ---'@_Ef@ro
%@0 D iS) RSy i) e
Q0D ve QT AT AT (O
2

(Corrupted)

. »[] Trumpet
H ’<>'I (correct output) (

[]
Figure: David Bau
Meng et al. 2022. Locating and Editing Factual Associations in GPT.



ROME & MEMIT (Meng et al. 2022, 2023)

(€) Impact of restoring state after corrupted input (f) Impact of restoring MLP after corrupted input (g) Impact of restoring Attn after corrupted input

The* 1 The* 1 0.8 The*
Space* - 08 Space* Space* 0.6
Need* A carly site 0.6 Need* - carly site 0.6 Need* 4
1“}5 _ | - leis _ b lel’: - 0.4
in - late site 02 in 0.2 in 1 late site 0.2
downtown A I downtown downtown -
0 5 10 15 20 25 30 35 40 P(Seattle) 0 5 10 15 20 25 30 35 40 p(Seattle) 0 5 10 15 20 25 30 35 40 P(Seattle)
single restored layer within GPT-2-XL center of interval of 10 restored MLP layers center of interval of 10 restored Attn layers

Meng et al. 2022. Locating and Editing Factual Associations in GPT. A ' 2



Locality Hypothesis

e The “Localized Factual Association” Hypothesis (Meng et al. 2022)
“We conjecture that any fact could be equivalently stored in any one of
the middle MLP layers. To test our hypothesis, we narrow our attention
to a single MLP module at a mid-range layer I*, and ask whether its
weights can be explicitly modified to store an arbitrary fact.”

Ai2



ROME & MEMIT (Meng et al. 2022, 2023)

1) isolate the most influential hidden states, neurons, or activations in'a model
for predicting a specific fact

a) “Causal Tracing”/"Causal Mediation analysis”

100

2) Edit them to change the prediction ]
a) ROME = Rank-One Model Edit < "

20 30 40 50 60 70 80 90 100
Generalization Success (PS)

Figure: David Bau A|2
Meng et al. 2022. Locating and Editing Factual Associations in GPT.



“Mechanistic” Interpretability

1. ROME & MEMIT Fact-Localization and Editing Algorithms

2. Editing Commonsense Knowledge in LMs
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Editing Commonsense Knowledge in LMs

x = Soil absorbs oil
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Editing Commonsense Knowledge in LMs

x = Soil absorbs oil
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Editing Commonsense Knowledge in LMs
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Editing Commonsense Knowledge in LMs
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Findings

Noised token position
matters

Edit subject:

Edit verb:

Edit object:

Avg Indirect Effect of h{"’ over 236 prompts

First subject token
Last subject token 0.100
Subject
First Verb Token
Last Verb Token
Verb
First Object Token
Last Object Token
Object 0.025
Last token 0.000

0 510152025303540 AE
single patched layer within GPT2-XL

0.075
0.050

Avg Indirect Effect of h{” over 236 prompts
First subject token 0.15
Last subject token
Subject
First Verb Token i 0.10
Last Verb Token
Verb
First Object Token
Last Object Token
Object
Last token

0.0
0 510152025303540 AlE
single patched layer within GPT2-XL

0.05

0

Avg Indirect Effect of h{"’ over 236 prompts

First subject token
Last subject token

Subject 0.15
First Verb Token
Last Verb Token
Vb 0.10
First Object Token
Last Object Token 0.05
Object
Last token 0.00

0 510152025303540 AE
single patched layer within GPT2-XL

Avg Indirect Effect of MLP over 236 prompts

First subject token
Last subject token

) Subject 0.100
Last Verb Token 0.075
First Object T;/lferg 0.050
et Oblect et 0025
Last token 8660

0 510152025303540 AE
center of interval of 10 patched mip layers

Avg Indirect Effect of MLP over 236 prompts
First subject token 0.15
Last subject token
Subject
First Verb Token 0.10
Last Verb Token
Verb
First Object Token
Last Object Token
Object
Last token

0.05

0.00
0 510152025303540 AlE

center of interval of 10 patched mlp layers

Avg Indirect Effect of MLP over 236 prompts

First subject token
Last subject token

Subject 0.15
First Verb Token
Last Verb Token
Verb . .
First Object Token
Last Object Token 1] 0.05
Object
Last token 0.00

0 510152025303540 AE
center of interval of 10 patched mip layers
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Findings

e Fine-tuning has a large tradeoff between fixing errors and retaining original
performance
e Direct editing (on best token position) does not

Dataset &p(tl:(t:i Edit Token Edit Layers EDIT SET
= F1 Score % Efficacy % Relapse %
Base Model - - 76.22 0 \
RFTEaty stop - - 80.92 (+4.70) 40.93 6.60
PEP3k  RFTFixed Epoch - - 51.08 (-19.14) 100 55.70
Edit Last Subject 4,5,6,7,8 79.36 (+3.14) 54.95 12,71
Edit Last Verb 4,5,6,7,8 89.08 (+12.86) 93.68 12.34
Edit Last Object 1,2,3,4,5 77.65 (+1.43) 78.57 21.85

TTeee————————
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Section 2 Takeaways

Prompting + Querying

Mechanistic Interpretability

Both

e Provides a fundamental

Targets behaviors understanding of how models
perform tasks at a fine-grained

level

Fully in natural language

Accessible; easy to define
controlled experiments

Inform our larger view of
LMs

e Allows testing of a specific
hypothesis for how models do

tasks

e Considers full system
end-to-end

e Positive results provide a
degree of actionability
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Section 2 Takeaways

CONS

Prompting + Querying

Mechanistic Interpretability

Space of possible NL queries is
large, so fundamental system
understanding reached may
limited

e Often targets only specific
low-level behaviors,
small/purpose-built networks,
or simple tasks

hard to generalize and dissec
instance-level behavior

e Negative results uninformative

¢ No unified goals/evaluation

Little actionability for how to
control or change model behavio
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Open Questions

e How to unify work on mechanistic interpretability?
o Common definitions
o Common tasks & benchmarks
o Common measures of “success”
e Prompting + Querying on well-constructed test sets can provide more direct
comparisons of mechanistic findings.
e What granularity or type of model internals to target?
o Affects the feasibility + scalability of findings.
o Weights vs. hidden representations
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Thank You!

https://sigmoid.social/@sarah
’ @sarahwiegreffe

wiegreffesarah@gmail.com
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